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1. Study background and significance

The dissertation analyses the economic activifyatand using three methods: structural time
series models, a band-pass filter and Markov-switcimodels with fixed and time-varying
transition probabilities of business cycle phases.

Business cycle comprises fluctuations of econonutivity indicators occurring around
a long-term trend or growth rate fluctuations tretur every 1.5-10 years and are irregular
in length and amplitude. There is a comovementctivily among different sectors of the
economy. This concept of business cycle mergescliaeacteristics considered by Lucas
(1997) and Hubneet al. (1994). The business cycle is a phenomenon thstilischanging
(see Mitchell 1927) and every cycle is a resultm@iny factors, having different impact and
direction. That is why there is a need to monitod analyse it constantly. Together with the
change of the business cycle morphology, the wayeésuring cyclical fluctuations was
revised. Before World War 11, the business cyclelgsis was conducted using levels
of economic activity indicators. However Mintz (ID7observed that this approach led to
wrong conclusions and she suggested the analygi®owath cycles.

The first aim of the conducted analysis is an etiwa of cyclical components employing
sectoral indicators of economic activity in Polarsihg three econometric tools.

The second objective concerns dating business tyaléng points and empirical analysis of
business cycle in Poland after 1995, together vaigisessing the usefulness of chosen
econometric tools, in particular the time-varyinglpabilities Markov-switching models.

Still the reason for analysing the business cytlBaland is the lack of consensus in business

cycle chronology. The turning points chronology tiviation cycle for various economic
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activity indicators can be found in many papere @g. Adamowicet al. 2008, Gradzewicz
et al. 2010). The turning points of growth rate cycle evefentified by Fic (2007).

For Polish economy there are only a few papers exomng the analysis of cyclical
fluctuations using different econometric tools. Thgclical components extracted with
different methods were described by Adamoveical. (2008) and Skrzypcagki (2010).

The structure of the dissertation is as followsa@kr 1 provides the concept of business
cycle and its morphology, business cycle theonesasures of economic activity and the
main approaches to analyse cyclical fluctuationsluding turning points identification. The
next two chapters discusses the econometric melibgglased in the empirical part. Chapter
2 concerns econometric tools appropriate for amajysleviation cycle, among others,
spectral methods, Christiano-Fitzgerald (2003)effiland unobserved components model
(see Watson 1986). Chapter 3 describes the Mankiietsng models useful for growth rate
cycle analysis. Chapter 4 describes the empirioalyais of cyclical fluctuations in Poland
using econometric tools presented in previous @rapihe research on the Polish business
cycle and dataset analysis is presented at filseé Business cycle analysis involves the
extraction of cyclical components, identificatiof toirning points, relations of extracted
cyclical components to reference cycles and theestigation of dominant cycles. It is
assumed that the business cycle consists of twgeghaxpansion and contraction. The
extraction of deviation cycle was conducted usirggractural time series model according to
Watson (1986) and the Christiano-Fitzgerald (20@&r. The measurement of growth rate
cycle was done using the Markov-switching modele ($¢amilton 1989, Krolzig 1997).
Firstly, Markov-switching autoregressive models hwitxed transition probabilities (FTP)
were estimated as a benchmark. On the basis ohftdidRel, the characteristics of the business
cycle were investigated. The second step was thiena®n of time-varying Markov-
switching model (TVTP). Firstly, in the TVTP modg&l was assumed that the transition
probabilities could be duration-dependent. To vethifis assumption on the basis of turning
points dates of gross value added and industriatiymtion, the duration variable was
constructed. Secondly, it was assumed that thesiti@am probabilities could vary over time
together with the evolution of a Composite Leadimdjcator published by OECD. In the last
part of empirical investigation, the characteristaf business cycle in Poland were revealed,
also from the sectoral point of view. The disséstaends with concluding remarks.



2. Dissertation theses

The two principal dissertation theses are:

1) It is possible to extract the cyclical components Polish economy after 1995,
in particular business cycle phases and turningtpousing the chosen econometric

tools.

2) The cyclical fluctuations in Poland are similaridosiness cycle of highly developed
economies. Firstly, the business cycle compriggduhtions of the economic activity
that are not strictly periodic, the amplitude anthing points are different. Secondly,
there is a comovement of activity among differeatters of the economy. Thirdly, the
longer the business cycle phase lasts, the highirei transition probability of going
from one cycle phase to another.

3. Econometric tools

3.1  Spectral analysis and Christiano-Fitzgerald fier

Time series analysis in the frequency domain is &lsown as spectral analysis. Spectral
analysis assumes that every covariance-stationaocegs {v,} can be represented

in a frequency domain, which requires determiningp@wver spectrum, allowing the
assessment of the impact of different frequenciesthe variability of the time series.

The spectral density function is given as a Fouramnsform of the autocovariance-generating

function. Given the sequence of covarianﬁygs}_ of a covariance-stationary process in

J=—m=
which autocovariances are absolutely summable, $pectral density function is
(see Hamilton 1994):

1 = e .
5, (w) = ;E}-:_m yye " forw € [—m,m], (1)
where:—:‘ Is a frequency related to periad

For the finite sample, the estimator of the spédensity function, known as a sample

periodogram, is based on empirical autocovarigficand can be defined as (see Hamilton

1994):

1 - e —ipai 1 [ —q \
L(w) =l e =— [ + 2 X121 7, cos(wi)] dlaw € [—m,]. (2)
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The periodogram is an even function of nonnegatalees, therefore the frequency domain

can be limited tc[0,7]. On the one hand the estimator (2) is asymptdyicadbiased, on the
other hand inconsistent. To reduce the variancecadsd witha, one can smooth the

periodogram with the spectral window (e.g. Bartl€arzen). The periodogram allows to
determine the portion of the variance of time seti@t can be attributed to cycles of different
frequencies.

Spectral analysis of two covariance-stationary @sses{x,} and {y.} relies on the cross-
spectrum, given the Fourier transform of the seqeeof cross-covariancéy,™} "

of these variables (see Hamilton 1994):
Syx(w) = —Ek__m}-'k e =¢ (w)+iq,,(w)forw€ [—m,m]. 3)

The formulac}x(mj =2r ' ET v, cos (wk) is called a co-spectrum and measures the

covariance between cycles of two processes of themes phase, when

Qye(w) = =20 L EIZ )% sin (wk) is a quadrature spectrum and refers to out of gphas

signal. Cross-spectrum is in general not real-\diltiee co-spectrum and quadrature spectrum
being its real and imaginary part, respectivelyosSrspectral density allows to define gain,
phase shift, and coherence between two procesBeseBtatistics are as follows (see Sargent
1987):

fs;,l:m]+q;:..l:m]l }i

G, (@) == qum}“ — for w € [—m, m], 4)
— -1 ("9 'x':"-':' _

- () = tan (T}ﬁ) for w € [—m, @], (5)

K2, () = Bl ) 6

5 (@) = =T } or w € [—m,m], (6)

wheres (@) ands, (w) refer to spectrum ofx,} and{y, } respectively. Moreover Croust

al. (2001) introduced the dynamic correlation:

Py (00) = ) torwe [, 7] (7)
1'5‘ (o) S (e

The gain is an even function and takes on nonnegatalues. IfG,, (w) = 1, then the
variable x, has smaller amplitude compared to fluctuationsthed reference series.
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and conversely, ifG, (w) <1 (see Skrzypczski 2010). The phase shift is in radians
and allows to determine the lags or leadg,0h reference tcx, for the given frequency: —

the negative (positive) value @b, .(w) means the lead (lag). The coherence is ranged
between[0,1] and measures the strength of the linear relatiprisha regression of., on
leads, lags and coincident valuescofor a givenw. The dynamic correlation ranges between
[-1,1] and in addition enables inference about the daeodf the coincident relationship
between variables.

To extract the components of the desirable frequenme could use the ‘ideal’ band-pass

filter y;, which however requires an infinite amount of date Sargent 1987):
ve =B(L)y, (8)

whereB(L) = L7-_, B;L’ dlat =12, ..,:0, B_; = B; andX%__|B,| < co.

- Y =

In practice, an approximation of the ‘ideal’ filté&s used, e.g. BK — Baxter-King (1995)
and CF — Christiano-Fitzgerald (2003).

In the dissertation, to isolate the cyclical comgranof the time series, the Christiano-
Fitzgerald asymmetric band-pass filter was usee@ CTF filter is similar to HP — Hodrick-
Prescott (Hodrick, Prescott 1997) and BK filtergstof all, the common feature with HP is
the extraction of the same number of observatidriseotime series before and after filtering.
Secondly, the choice of the band-pass is the sarfw 8K. Contrasting the CF filter with HP
and BK requires exploration of the DGP of the tigaegies. For a finite sample the estimator

]
of the componeny; for fluctuations of the specific frequencies is:
g O

ye =Bi(L)y,, 9)

O O .
where Bi(L) = Bj: L (10)
O
for t=12..,T (see Christiano — Fitzgerald 2003) and the weigBts are time-varying.

The CF filter asymmetry arises from the dependearfcan index of summation on time.

O
That asymmetry results in a shift of tiyg component at the beginning and at the end of the

sample in comparison with the time series befdteriing (phase shift), which generates the
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estimation uncertainty at the beginning and atethe of the finite sample. The weights are

given as a solution of the following optimizatioroplem:

min EHW—yjHMHJ, (11)

[n]
Bj.t,j=—(T-t),..t-1

fort=12..,T.

3.2  Structural time series models — Watson model

Structural time series model is also known as uatesl components model (UC model)

or state-space model and allows to decompose &nessnto unknown (hidden) components

taking into account its Data Generating Process.0J@ model is used to decompose the time
series into trend and cycle. The conducted analgsthe dissertation bases on the Watson
(1986) model:

Y, =T, +C,
T =u+T +¢& (12)
C =¢C.,+aC, +<,

where g, ~i.i.d. N(0; 02) and &, ~i.i.d. N(0; o7).
In the above specification it is assumed thats a random walk with drifiz and cyclical
componentC, is a stationary AR(2) process. Also the shockstremd and cycle are

independent. In the dissertation the paramet&,raf,qq,qaz,af were estimated using the

Maximum Likelihood via the Kalman filter — MLE isabed on the prediction error

decomposition.

The sample likelihood:

InL = —Linag — 137 ln|f | Iyt Ft 13
S S Lr=1 -1l = 3 fr=1Me -1t e—1 e 010 (13)

where 7,y = ¥; —¥.-, is a prediction error andi,,_, = WT"[fﬂt-i) is a conditional

variance of the prediction error.



3.3  Markov-switching models

Markov-switching model is a nonlinear model thah d@ used for business cycle analysis.
Hamilton (1989) presented the Markov-switching mod#h fixed transition probabilities

between business cycle phases (FTP):

ty +®(L)(v,oy —us )+, ifregime 0

, = -2 14
. {_ui + (L) (y,_y — -”-'*‘:-e_} + g, if regime 1, (14)

whereg¢(L) = ¢, + ¢, L +-~-+¢.L"" 1 is a lag operatolys. = g + 4,5, and £, ~N(0,0%).
Together with the latent regime (state) variasle= {0,1} changes only the mean of the

process, whereas the lag polynomial and the vagiafi@rrors are unaffected. The driver of

regime change is a first-order Markov chain:
P(S; =551 =5, 1,005, = 51) = P(S; = 5,15,y = 5._4). (15)

The dissertation covers the Markov-switching momigh two states reflecting the contraction
and expansion of economic activity. The state Wwei@volves in line with the Markov chain

with fixed transition probabilities:

q 1- q]’ (16)

F[srzsrlsr—lzsr—ljz[l_p P

wherep andg describe probabilities of staying in the curremsibness cycle phase, expansion
and contraction, respectively, ahd- p and1 — g the probabilities of going from one state to

another. This specification indicates that the eigmk duration of business cycle phases

is constant.

The model parameters were estimated according toiltda (1989), using the maximum
likelihood estimation. To assess that the samp$efation comes from the specific business
cycle phase, the smoothed probabilities accordnigit (1994) backward filter were used.

In that filter, the smoothing algorithm starts froine last point of the sample:



ﬂ) _ F(¥eiarlsese,s ¥i0)P slse, o Fi)
f'-.Yr+;T|5'r+-_JYr=ﬂ:|

P(3:|5r+1:1}r3 0) = F[Er|5r+1rnryr+1,r3

P(Er|5r+1 Y Ej
(17)

When the assumption that the transition probaedifire fixed is changed (see Diebold, Lee,
Weinbach 1994, Filardo 1994), allowing them to &eobver time (TVTP, time-varying
transition probabilities) together with the charggieconomic conditions, then the state

variables, is driven by the Markov process:

q(z,—y) 1—qlz,_4) (18)

P[Sr=5r|5r_1:5:—1rZr—1:zr—1)= 1—p(z 1] P(z 1] '
t- £

where the variabl€,_, is an economic indicator and the transition prdtgds »(z,_,) and
q(z,_,) evolve according to the logistic function:

exp(PgtP1Ze—1)
1+exp (PgtPiZe—1) ’

plz,_4) = (19)

exp(qp+dyZi—q)

1+exp(ggtqiZe— 1]'

q(z,-4) = (20)
The parameterg, andg, describe the fixed, whergs andg, varying parts of probabilities,

that the specific state will survive for expansiand contraction respectively. If the

parameterg, andg, have opposite signs, then the probabilities ofisurg of the expansion

and contraction respectively change in the oppatireection in reference to fluctuations of

Z._,. This interpretation is intuitive.

The business cycle analysis concerns also theidardependence (see Durland, McCurdy
1994, Layton, Smith 2007). In this case, the vdeigh_, depicts the survival time of current

business cycle phase. The negative sign opjhendg, parameters means that the transition

probabilities increase for expansion and contractiespectively (the longer the current phase
lasts, the shorter is the survival time).



4, Chosen empirical results
4.1  Introduction

The database covered the wide spectrum of the edorerctivity represented by the chosen
sections of the national economy. In addition tbamal economy data covering the quarterly
national accounts, the more sensitive, monthlyaatteconomic activity indicators were
employed. The criteria of selection were: avaii@pibf the time series since 1995 and data
cohesion within the accessible sample.

The database included the quarterly time seriemssgrvalue added, construction,
transportation and storage, trade and repair obmeghicles and monthly indicators: sold
production of industry, manufacturing, durable agonsr goods, non-durable consumer
goods, capital goods, intermediate goods, energy production of electric power.

The quarterly data ranged from the first quartet @85 to the fourth quarter of 2011, with the
exception of transportation and storage, trade semhir of motor vehicles — the last
observation was the third quarter of 2011. The $arop monthly data included the period
from January 1995 to January 2012. Besides theiomeat time series, other indicators were

also taken into account, although did not meettiteria.

4.2 Deviation cycles (quarterly data)

The analysis of cyclical components within sectofshe economy gives a comprehensive
view of business cycle. Figure 1 presents the eséichtrends and cycles of CF filter and UC

model against the chronology of gross value added.

Dating of the business cycle turning points wasedon the econometric package BUSY
(see Fiorentinet al. 2003). The peaks and troughs amount to local ma&nd minima in the
neighbourhood of two observations for quarterly andnthly data respectively. It was
assumed that the cycle phase should last at leqisarZers whereas the (whole) cycle should
be no shorter than 1.5 years. For detailed spatidic of cycle phases and turning points see
Table 1.



Figure 1: Cyclical components extracted from thei€iano-Fitzgerald filter (CF) and unobserved comgnts

model (UC) in relation to turning points chronologfygross value added — sectoral analysis
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Table 1: Business cycle characteristics — sectvalview (quarterly data)

: ) Average length of cycle o
Turning points Number @\;ertig; phase (quarters) Standard Standard phase deviation
Variable Method of cy c? e cycle
Peak Trough cycles (years) ExpansignContraction deviation ExpansionContraction
1Q1998| 1Q1999
1Q2000| 4Q2002
CF 4 3,8 7,6 7,5 1,2 1,3 1,2
Gross value 4Q2004| 4Q2005
added 1Q2008| 4Q2010
40Q1999| 1Q2003
ue 1Q2008| 102011 2 6.7 143 125 14 15 11
1Q2001| 4Q1996
CF 1Q2007| 1Q2004| 3 4,9 11,0 8,8 47 45 47
Construction 2Q2011| 2Q2010
1Q2000| 4Q1995
uc 202008 | 202004 | ° 7.0 16,5 11,7 6.9 7,2 6.7
4Q1995| 4Q1996
1Q2000| 1Q2001
CF 1Q2002| 2Q2003| 4 36 9,0 55 12 13 12
Trade 2Q2008| 3Q2010
4Q1999| 4Q2004
ue 302009| 202010 | 2 65 147 115 33 36 25
1Q1996| 4Q1996
1Q2000| 4Q2001
CF 402002 302004 4 36 88 58 4,0 3,9 3.9
Transportatior 4Q2007| 2Q2009
1Q2000| 4Q2001
ucC 1Q2003| 4Q2004| 3 4,6 11,8 6,7 4.4 4,5 4,2
4Q2007| 2Q2009
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Taking into account the cyclical components of @terfit can be concluded, that 4 cycles
of gross value added fluctuations lasting approxhye3.8 years within the years 1995-2012
were revealed. The cyclical component of grossevaldded of UC model showed only 2
cycles lasting on average 6.7 years, but thes@syggdem spurious, taking into account other
results presented in the dissertation and compalsedto other research for Poland. Firstly,
cyclical fluctuations of gross value added seerhgaetermined by industry (medium length
cycles). Secondly, the long cycles can be assacwmith the impact of external economic

activity (see Wyrobek, Stanczyk 2012).

Interestingly, cyclical fluctuations vary acrossctees with respect to turning points (local
minima and maxima) and amplitudes, which are giagrdeviations on the percentage scale

(see Table 1 and Figure 1).

Taking into account the determined turning poinsl #he other characteristics of cyclical
components, it can be concluded that constructiothé sector of the lowest periodicity
of cycles compared to gross value added, industigle and transportation, that lasted about
5 and 7 years — according to CF filter and UC modespectively. Cycle amplitude is
relatively the largest and the fluctuations arenasyetric both in length and amplitude of
cycle phases. However, the results depend on thiocheof measurement of cyclical
component. According to UC model, the cycle amgktdior expansion is bigger compared to
contraction, contrary to the results for CF filter.

Cyclical fluctuations in trade are the most simil@rgross valued added and last on average
3.5 and 6.5 years in line with CF filter and UC rabdespectively. Similarly to construction,
the expansion lasts longer than contraction. Cgktlaamplitude is similar to deviations of
gross value added.

CF filter and UC model show that in transportatioygles last respectively approximately 3.5
and 4.5 years with amplitudes being higher comptoregtoss valued added and trade, while
being lower in comparison with construction. Botln CF filter and UC model fluctuations

are asymmetric in length of cycle phases - contrads shorter compared to expansion. The
contraction according to UC model has a smallerlénge compared to expansion, whereas

the amplitude according to CF filter is symmetric.
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The cyclical fluctuations in Poland are determifie@emost by the longest cycles. The 2008
financial crisis influenced the longest cycles thest, whereas the spectrum changed the
hardest foremost in construction and transportafmtowed by gross value added and trade.

4.3  Growth rate cycles (quarterly data)

Firstly, in the framework of growth rate cyclesgetparameters of the FTP models were
estimated for gross value added and sectoral itmigésee Table 2). The Parameteygi ¢;

and¢? describe the average growth rate of contractiahexpansion, i-order autoregressive

parameter and variance of error term. In the bisckee the standard errors of estimated

parameters.

Table 2: The parameter estimates of FTP modelstandharacteristics of sectoral economic activiguarterly

data

Parameter/Variable 25323 value Construction Transportation Trade

Ho 2,80 (0,40) -2,20 (1,93) -4,69 (1,46) 2,38 (0,50)
M1 6,24 (0,53) 9,23 (1,62) 5,76 (0,62) 5,68 (0,35)
1 0,12 (0,16) 0,38 (0,12) -0,05 (0,14) 0,12 (0,14)
b2 0,02 (0,14) -0,19 (0,14)
$3 0,40 (0,14) -0,03 (0,13)
oA -0,27 (0,12)
o’ 1,29 (0,15) 5,60 (0,54) 4,42 (0,42) 2,04 (0,21)
q 0,88 (0,05) 0,94 (0,05) 0,80 (0,12) 0,91 (0,07)
p 0,73 (0,112) 0,98 (0,02) 0,96 (0,03) 0,94 (0,05)

NOTE: The average phase and cycle duration weoeikaéd taking into account the dating rules —edsrations may be slightly different
from expected duration for business cycle phasatsmiay be calculated from the transition probabit

The yearly growth rate of gross value added dumogtraction is 2.8%, whereas for
expansion amounts to about 6.2%. The busienss dgclelearly visible, because the
probability that the contraction (expansion) folkow contraction (expansion) are high (the
parameters g and p respectively). For the grossevaldded, the probabilities that the
contraction follows a contraction is higher compgiate expansion and amounts to 0.88 and
0.73 respectively. Trade and gross value added hamesimilar amplitudes for both cycle
phases. In contraction, the yearly growth rate @fnemic activity in trade decelerates on
average to almost 2.4% compared to 5.7% for expanssimilar phenomena occur for

construction and transportation, although the annbdi is higher compared to gross value
12



added fluctuations. In a contraction, the leveleobnomic activity indicators for these two

sectors falls by 2.2% and 4.7% yearly, in constamcand transportation, respectively.

The probabilities of transition to expansion (cantron) from expansion (contraction) are
quite high. Not only in construction, but also fiartsportation and trade these probabilities are
higher for expansion than contraction. The higheansition probability of going from
contraction to expansion is for transportation. rféhis 20% chance of switching the regime.
For trade the duration of cycle phases does négrdsignificantly, whereas for construction
and transportation there is asymmetry. In congtrncthe contraction lasts on average 25
quarters, in transport only 6 quarters, whereaeipansion lasts almost 19 and 17 quarters
respectively. These conclusions are drawn also flteenmeasures of the average duration
of business cycle phases determined after theifaation of turning points of the analysed

economic indicators.

Figure 2 shows the probability that the sectorabnemic activity indicators were
in expansion. The shadowed area reflects the parioeconomic activity deterioration of
gross value added. Interestingly, the probabiliaes different and depend on the sector of
economy. The turning points chronology and deseeptstatistics among sectors are
presented in Table 3. The economic activity waen@ned to be in a contraction when the
probability was less than 0.5. Otherwise, expansioime economic activity was assumed. In
addition, the conditions for duration of cycle golthses were the same as for CF filter and
UC model — the business cycle phase should laghoder than 2 quarters and the whole
cycle no less than 1.5 years.

Figure 2: The probabilities of expansion againsarlye differences of natural logarithms and economic

contraction of gross value added
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Taking into account the identified turning pointse¢ Table 3) and the probabilities

of slowdown and expansion (see Figure 2), it cacdeluded that in 1996-2012 there were
almost 5 cycle of gross value added fluctuatiorsdirig nearly 3.5 years. The economic
contraction of gross value added lasts on averhgeita? years and is longer compared
to expansion. The cycles of construction are oflthwest periodicity — in 1996-2012 there

were almost only 2 cycles (11-years), whereas angportation and trade almost 3 cycles
occured (5.5-6 years). Also, the transportatiomstwiction and trade seem to be immune to

external economic shocks like the 1990’s Russimiscand the EU accesssion.

Table 3: Business cycle characteristics — sect@iview (quarterly data)

. . Average length of cycle .
Turning points Number Average phase (quarters) Standard Standard phase deviation
. length of
Variable of cycle cycle
Peak Trough cycles (years) ExpansigrContraction deviation ExpansiopContraction
101998 3Q1997
Gross value 2Q2000 3Q1999
3Q2003 | 4,5 3,3 4.8 8,4 2,2 1,6 14
added 2Q2004
3Q2008 | 4Q2005
4Q2011
. 3Q1998
Construction 402011 4Q2004 | 1,5 11,0 19,0 25,0 8,4 6,3 5,6
3Q2000
Trade 3Q2009 ig%g?i 2,5 6,0 11,3 12,5 2,7 2,0 2,3
3Q2011
3Q2000
Transportation | 102008 égiggé 25 5,7 16,7 6.0 6,0 46 3.2
3Q2011

Table 4: Estimates of the TVTP duartion dependenadels — quarterly data

Parameter/Variable Gross value added Construction ransportation Trade

Ho 2,38 (0,55) -2,5(1,97) -6,15 (3,66) 1,98 (0,76)
M1 5,02 (0,61) 9,74 (1,81) 4,16 (1,86) 4,99 (0,74)
1 0,21 (0,19) 0,36 (0,16) 0,68 (0,10) 0,63 (0,17)
b2 0,17 (0,16) -0,02 (0,26)

3 0,00 (0,15) -0,38 (0,20)

da 0,39 (0,14)

o’ 1,37 (0,17) 5,85 (0,61) 4,35 (0,44) 1,82 (0,19)
qo 20,59 (0,76) 5,38 (71,16) 18,1 (192,78) -305885,0)
ql -14,87 (413,82) -8,09 (202,79) 23,34 (348,01) 6,68 (19734,04)
pO 2,58 (0,61) 5,25 (35,42) 42,85 (683,67) 1131317,2)
pl 0,68 (0,76) -5,43 (100,99) 16,09 (256,96) -16919%60,2)
LR* 6,3 15 32,0 9,2

NOTE: *2 =5.99 — chi-square statistic for test with twstretions, p-value of 0.05.
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The estimated parametres of TVTP models of duratependence are shown in Table 4. The
likelihood ratio test allowed to reject the nullgoghesis of fixed transition proababilities

and accept the alternative, that for gross valudedd transportation and trade these
probabilities are time-varying. However, for nonktbese time series the parameters of

duration dependence were statistically significkhe parameterg, and g,). For Polish

economy it can not be confirmed that there is domadependence in business cycle.

There are different empirical results for the USreamy. Durland, McCurdy (1994) stated
that there is a duration dependence for recesdiomhsnot for expansions. Layton, Smith
(2007) incorporated in the model both duration alale and fluctuations of two leading
indices. They found that the current duration isordy a significant determinant of transition
out of recessions, but also weakly significantia tase of expansions.

4.4 Business cycle in Poland — comparative analysis (mthly and quarterly data)

The database covered a wide spectrum of econoriigtyacepresented by chosen sections
of the national economy accounting for almost 6(%he gross value added. In addition to
national economy data, the fluctuations of solddpamtion of manufacturing and industrial
production according to Main Industrial GroupingI(®) covering: durable consumer goods,
non-durable consumer goods, capital goods, inteatedjoods and energy are employed.
The conclusions about economic activity in Polamdeilation to deviation cycle and growth

rate cycle are quite similar.

The cyclical processes of Polish economic actiatg determined by overlapping higher
frequency fluctuations (3-4 years) and longer cyd&8.5 years. The shortest fluctuations of
1.5-2 years play also a significant role. Economativity indicators for Polish economy

exhibit various cyclical patterns — their fluctwats are different in the amplitude, length of

cycle and turning points.

On the basis of the conducted analysis it can becladed that cyclical fluctuations
in construction, transportation and trade are chfie compared to those of gross value added.
The economic activity in transportation appearvedeading the fluctuations of gross value
added, whereas the activity in construction appdarsbe lagging those fluctuations.

Construction is a sector of the lowest periodiotycles and at the same time of the highest
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variability. The cyclical component of trade is timeost similar to gross value added

deviations, whereas the amplitudes in construcimhtransportation are bigger.

As far as the growth rate cycles are consideredthen contraction, the fluctuations in
construction and transportation drop in absoluteelleconversely to gross value added
fluctuations, where only the growth rate decelexatim construction, cycle phases are
asymmetric as far as the length and amplitude areerned. The economic activity in
construction, transportation and trade seems tonneune to external shocks (the Russian
crisis and the EU accession), contrary to industitye volatility of industry accounts for

about 25% of gross value added and seems to bensbfe for its fluctuations.

The economic activity in industry is determined mhgnufacturing, especially of the capital
and intermediate goods (the demand of the ente)ri€yclical components of production of
the non-durables, energy and the production ofttepower are different from industry
fluctuations. The production of electric power lsdke industry fluctuations, in particular for
the deviation cycle. The amplitude of durables,ited@and intermediate goods is higher and
of the production of electric power and non-durabie lower compared to industry.
The amplitude of the capital goods is the highesgreas the amplitude of the production of
electric power is the lowest. Manufacturing andrggehave the most similar amplitude
compared to industry fluctuations. The deviationcley fluctuations of capital goods,
intermediate goods and energy are asymmetric lnogngth and amplitude — the contraction
is more violent than expansion. The growth ratdecyicictuations have the same pattern of

asymmetry in industry, manufacturing and capitaldg

The analysis in time frequency domain confirm, wsthme exceptions, the results in time
domain. In the framework of growth rate cyclesyés verified that the Polish business cycle
phases were not duration dependent — we shouléxpsct the transition out of the current

phase the longer this phase lasts.

The crisis influenced the longest cycles the masigreas the spectrum changed the most in
construction, capital and intermediate goods. Affter crisis the correlation between almost
all sectors and reference series diminished, extmptransportation and trade, referring
mostly to the rise in amplitudes, representing itmtensified volatility during the crisis.
In trade, the correlation in relation to gross ealadded rose reflecting the reduction

in deviations.
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The conducted analysis allows to formulate a fewctgsions concerning the deviation
and growth rate cycles. Firstly, the growth rateley have bigger amplitudes compared
to deviation cycles. Secondly, deviation cycleshef cyclical component of CF filter and UC
model are similar, although the UC model fluctuasiavere consistently more volatile. The
biggest differences relate to gross value addedcandtruction. Thirdly, the periodograms
showed that the deviation cycles were foremostetiribby longer cycles lasting about 8.5
years, followed by shorter fluctuations recurring®y 3-4 years, whereas for the growth rate

cycles, the impact of the longer and shorter cyidesore balanced.

5. Conclusions

Various econometric tools together with accurat#lgsen economic activity indicators were
used to conduct a complete analysis of businede ayd?oland. The empirical investigation
covers the extraction of the business cycle commsne turning points dating
and identification of the stylized facts of busises/cle in Poland since 1995 and can be
concluded, that the business cycle characteristiessimilar to their counterparts in the

developed economies.

Economic activity indicators for Polish economy #mxihvarious cyclical patterns — their

fluctuations are varied in amplitude, length andchitng points of the cycle. The cyclical

fluctuations of construction, transportation anade are dissimilar to those of gross value
added. The economic activity in transportation app¢o be leading the fluctuations of gross
value added, whereas the activity in constructippears to be lagging those fluctuations.
It seems the industry and construction fluctuatiares responsible for the variation of gross
value added. Manufacturing fluctuations, especialy capital and intermediate goods,

are responsible for the variation of industry.

Capital goods, intermediate goods and energy qylcteses are asymmetric — the slowdown
lasts shorter and has higher amplitude than expansihe production of non-durable

consumer goods, energy and production of electowep are the most desynchronized
with the industry fluctuations. Production of elecipower leads industrial production and it

may be treated as an early warning indicator oheouc activity, albeit with some caution.

It appears that early signals of economic contoactre reflected first by the production of

electric power, then by the slowdown in transpastgtfollowed by weakening in industrial
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production, especially in enterprise demand for itahpand intermediate goods.

Finally, a contraction in construction may occur.

The cyclical processes of Polish economic actiatg determined by overlapping higher
frequency fluctuations (3-4 years), longer cycle8.6 years and the longest cycles (even 10
years) in construction. The shortest fluctuatiohd &-2 years play also a significant role.
Four cycles occurred between 1996 and 2011. Theoaac activity in Poland did not resist
the 2008 financial crisis. The biggest changes weduin economic activity of construction,
capital and intermediate goods and for most segters reflected in the longest cycles. After
the crisis, the correlation between almost all @scand reference series fell, reflecting the

growth in amplitudes.

Hala 3“"—5{]“? o
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